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Figure 1: We introduce Video2MR, an enhanced mixed reality instruction that extract body motion from 2D videos. Video2MR
augments the instructions by (a) comparing the user’s movements with the instructor’s movement, (b, c) visualizing the
instructor’s avatar by showing trajectories and highlighting gaze, (d) navigating the avatarmotion based on the user’s movement,
(e, f) repositioning the avatar in first-person and highlighting them.

Abstract
This paper introduces Video2MR, a mixed reality system that au-
tomatically generates 3D sports and exercise instructions from 2D
videos. Mixed reality instructions have great potential for physi-
cal training, but existing works require substantial time and cost
to create these 3D experiences. Video2MR overcomes this limita-
tion by transforming arbitrary instructional videos available online
into MR 3D avatars with AI-enabled motion capture (DeepMotion).
Then, it automatically enhances the avatar motion through the fol-
lowing augmentation techniques: 1) contrasting and highlighting
differences between the user and avatar postures, 2) visualizing key
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trajectories and movements of specific body parts, 3) manipulation
of time and speed using body motion, and 4) spatially reposition-
ing avatars for different perspectives. Developed on Hololens 2
and Azure Kinect, we showcase various use cases, including yoga,
dancing, soccer, tennis, and other physical exercises. The study
results confirm that Video2MR provides more engaging and playful
learning experiences, compared to existing 2D video instructions.
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1 Introduction
Mixed reality instructions have great potential for sports and ex-
ercise training. They offer an immersive and interactive learning
experience that are not possible with traditional 2D video instruc-
tions. For example, prior works have shown that the ability to see a
3D avatar can improve their understanding of the postures [16, 25]
and interactive MR visualizations are effective guidance to learn
and notice differences in contrast to merely imitating actions from
a 2D screen [48].

However, creating high-quality mixed reality instructions often
requires substantial time and cost. The process typically requires
3D motion capture and programming, which presents a significant
technical challenge for creating 3D instructions for professional
instructors. In addition, as the manual creation process is time-
consuming and tedious, these challenges significantly limit the
scalability, availability, and diversity of mixed reality 3D instruc-
tions.

In this paper, we explore the idea of automatically generating
mixed reality 3D instructions by transforming existing online 2D
videos into immersive sports and exercise training. Our idea is
driven by advances in computer vision and generative AI [13, 58],
as well as the recent democratisation of these techniques [9], which
enables us to extract 3D human motions from arbitrary 2D videos.
With this, we can leverage a vast variety of professional videos
already available online (eg. YouTube) to create immersive instruc-
tional experiences for various physical activities, such as yoga,
dancing, exercise, and many other sports. However, several im-
portant questions remain: 1) What are the design challenges and
limitations of automatically generated 3D instructions from the
user’s perspective? 2) How could we design and improve an au-
tomated 3D avatar instructor for a better training experiences? 3)
What is the effectiveness of automatically generated Mixed Reality
3D instructions, compared to 2D videos? 4) Can this automated
approach generate effective instructions across different kinds of
sports and physical activities?

This paper investigates these research questions by adapting
Buchenau’s 2-step experience prototyping approach [5]. To gain in-
sights from the user’s experiences, we first develop a simple work-
ing prototype that extracts human motions from 2D videos Deep-
Motion [9], translates them to a 3D avatar and presents it in a MR
spatial experience via a Hololens 2. We evaluated this minimal pro-
totype through a formative study with 8 participants to identify
benefits and challenges of automated 3D instructions. Participants
found that mixed reality instructions have significant benefits as
compared to their previous experiences with 2D online tutorial
videos, even when automatically generated. For example, the par-
ticipants expressed that they felt the increased co-presence of the
instructor and appreciated the ability to see the instructor from
different angles. On the other hand, areas for improvement included
- difficulty in comparing their movements to the instructor’s, track-
ing specific body parts, navigating time and controlling speed, and
switching between different viewing perspectives.

To address these challenges, we present Video2MR, a system
that leverages extracted human motion from existing videos, to
generate a 3D avatar. Video2MR then further augments and en-
hances this avatar to create a mixed reality instructional experience.
Our concept builds upon the previous research in MR instructional
visualisations[21, 23, 63] and body-based experiences which utilize
3D avatars [16, 20, 25], but we make two key contributions beyond
them.

First, we explore a broader design space of the enhancements
and 3D augmentations of a 3D avatar in an immersive AR instruc-
tional experience. Based on the formative study and informed by
previous literature, we identify our design space which includes:
1) Posture Comparison: contrasting and highlighting differences
between the user’s and instructor’s avatar postures, 2) Motion Vi-
sualization: visualizing key trajectories and movements of specific
body parts, 3) Embodied Temporal Navigation: manipulation of
time and speed using body motion, and 4) Avatar Repositioning:
spatially repositioning avatars to view the avatar from different
perspectives. These four features explore augmentation techniques
like the color indicator and scoring for comparison, footprints and
trajectories for visualization, body motion-driven temporal naviga-
tion, and switching between the first-person view and third-person
view. These design space elements have been inspired by prior work,
for example LightGuide [44] for indicators, RealitySketch [45] for
pose match, ARrow [23] for trajectories, Projection based AR [41] for
footprints, ReactiveVideo [7] for body-based temporal navigation,
OneBody [21] for first-person, and OutsideMe [59] for third-person
view. While these have been introduced individually in previous
works, in our design space, we aggregate and combine these to
apply them to a new application scenario, an immersive 3D AR
instructional experience.

Second, we contribute to a holistic user evaluation of the sys-
tem to better understand the usability and the versatility of the
system. To this end, we design and conduct a study with three
parts which include: 1) a usability study with 12 participants that
compares Video, Avatar, and Video+Avatar 2) a versatility evalua-
tion which checks the accuracy and feasibility of the system across
six physical activities and 3) expert interviews with five domain
experts to gain in-depth qualitative feedback about Video2MR. The
usability study results confirm that our approach helps automati-
cally generate MR instructional experiences which are generally
more engaging, fun, and easy-to-follow as compared to video tuto-
rials. The expert review confirms the value of our system and our
features. Also, they provided valuable feedback on each feature’s
practical uses, unique qualitative insights of potential use cases,
educational benefits, and direction for future feature improvements.
Finally, we discuss the limitations of our approach and explore
future opportunities for automated MR instructional experiences.

Finally, this paper contributes:

(1) Insights from eight users through an experience prototyping
protocol that elicits potential benefits and challenges with
automatically generated mixed reality instructions and a
design space of features that cater to these needs.

(2) Video2MR, a system that automatically generates 3D avatar
animations and augmentations from 2D videos in a mixed
reality immersive setting.
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(3) Results and insights gained from an evaluation study with
three parts which evaluates the Video2MR system and design
space quantitatively and qualitatively.

2 Related Work
In this research, we developed a system that automatically generates
instructional experiences in MR by creating 3D avatars from videos
and automatically augmenting them with several features. This
section presents prior research on the use of 3D avatars and the
variety of features proposed in the previous instructional systems.

2.1 Usage of 3D Avatars
Systems employing 3D avatars have been proposed in the con-
text of remote instruction and collaboration. These avatars can be
categorized into three types: avatars that reflect real-time move-
ments of the remote users, pre-designed avatars, and automatically
generated avatars.

Remote Manipulated Avatars: There are several studies uti-
lizing motion capture of experts in remote locations. For instance,
OneBody [21] presents the posture of a remote person from a first-
person perspective. In the context of remote collaboration, there
are studies displaying the full body of a remote person [24, 49],
parts of the body (e.g., hands [2, 14], gaze [4]), avatars of different
sizes [37, 38], and multiple avatars [47]. These enable detailed feed-
back in real time. However, these systems require the presence of
an expert, making it difficult for many users to utilize them easily.

Pre-designed Movement Avatars: There is also research that
utilizes avatars with pre-designed movements [6, 20, 25–27, 36, 55].
For example, ARenhanced Workout [55] combines 3D avatars with
visualizations to facilitate users’ understanding of correct posture.
My Chi Coaches [20] use multiple 3D avatars to offer views from var-
ious angles. Furthermore, in the context of tutorial creation, there
are studies capturing the movements of an expert to be replayed
later as avatar movements [22]. These approaches allow for the
setting of various movements and the creation of accurate avatars,
but creating these movements can be time-consuming. Additionally,
users are limited to using pre-made movements, unable to obtain
specific instructions they want immediately.

Automatically Generated Avatars: Research also exists on
the automatic generation of avatars from videos for purposes such
as tutorial generation [11], motion-based browsing [18], and an-
imation authoring [54]. These studies enable the creation of 3D
interactive content distinct from 2D content. However, previous re-
search has not utilized this approach for creating MR instructional
experiences, nor has it investigated what functionalities can be
added to the generated avatars and which of those functionalities
are useful. Therefore, we employed AI-based tools for 3D avatar
generation to create MR instructional experiences in 3D, proposed
various functionalities, conducted user studies, and investigated
the effectiveness of these functionalities.

2.2 Features in Instructional Systems
Various instructional experiences have been proposed in past re-
search, not only in MR environments but also using 2D screens,

projections, and VR devices. Here, we show the types of instruc-
tional experiences proposed in other media and contexts and how
we have applied them in our 3D MR experience.

Visualization Techniques: A wide range of visualization tech-
niques have been proposed for instruction systems. For example,
in the use of projection, several visualizations have been proposed,
such as visualizing footprints [29, 41], indicating correct direc-
tions [44], using metaphors [42], and visualizing users’ posture [52].
Additionally, using the 2D screens, displaying trajectories on 2D
screens [23], and presenting synchronization accuracy [63] are also
explored. Moreover, various 3D visualization techniques have been
proposed, such as visualizing the movement of a badminton shuttle
in VR [60] and visualizations for ski training in VR [35]. In AR,
several visualization techniques have been proposed, such as vi-
sualization techniques for workouts with 3D avatars [55] and for
improving free throws in basketball practice [31]. In contrast, our
focus is on visualization applied to generated avatars. By automati-
cally generating visualized instructional experiences from videos,
we support a wide range of sports and exercises.

ComparisonMethods:Many studies have proposed using stick
figures on 2D screens for comparison [8, 10, 34, 39, 48, 53, 62].
These studies compare the user’s 2D posture with the instructor’s
posture [3, 48, 53]. For example, YouMove [3] and MotionMA [53]
compared the user’s input video with the instructor’s movements.
Tharatipyakul et al. [48] conducted a study comparing feedback
using videos and stick figures. Other studies compare using 3D
avatars on 2D screens [15, 32]. AIFit [15] converts input videos
into 3D postures and provides feedback on differences from correct
postures. PoseCoach [32] is a study that utilizes 3D avatars in 3D
space. Our system compares the user’s 3D posture captured by an
RGBD camera with the automatically generated instructor’s 3D
posture.

Temporal Navigation Techniques: To change the timing in
videos, mainly 2D UI elements like scroll bars are used, but different
methods, such as those using avatars and body movements, have
also been proposed. For example, Hamanishi et al. [18] arrange
avatars in a timeline and manipulate time by interacting with them.
There are also studies that compare the user’s 2D posture with the
2D posture in videos to navigate to specific times [7, 17]. In contrast,
our system proposes changing the generated avatar’s 3D posture
based on the user’s 3D posture.

Utilization of First-Person Cues: Several studies use first-
person cues to instruct on how to move their bodies [12, 19, 21, 61].
There are also studies specialized in specific applications, such as
Aikido [46], musical instrument performance [33, 43], agility train-
ing [29], and juggling [1]. However, these first-person cues are
manually created, and their production can be time-consuming.
Therefore, we aim to automatically generate avatars and then con-
vert them into first-person cues.

Multimodal Feedback: Instructional methods utilizing not
only visual but also auditory and haptic feedback have been pro-
posed [28, 40, 56]. For example, VoLearn [56] provides feedback on
the user’s movements using wearable devices and auditory cues.
Multimodal motion guidance [40] uses vibrations to give instruc-
tions on speed and direction. Furthermore, Stylo and Handifact [28]
offer the sensation of the hand being pressed to assist in improving
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movements. In contrast, our system focuses on generating visual
guidance and feedback.

3 Experience Prototyping
To identify the challenges and potential benefits of automatically
generated 3D instructions, we adapted Buchenau’s experience pro-
totyping approach [5] by developing an initial prototype and then
conducting a formative study. This is because MR experiences are
often difficult to imagine before experiencing them, thus it is dif-
ficult to get an appropriate insight or design guidelines without a
functional prototype. Therefore, we developed a simple prototype
to test our concept and gain user feedback through the formative
user evaluation.

3.1 Initial Prototype
For the initial prototype, we use off-the-shelf software that automat-
ically extracts human motion from online 2D videos. We initially
tested four different software, including DeepMotion 1, Plask Mo-
tion 2, Kinetix 3, and Rokoko 4. After the initial investigation, we
decide to use DeepMotion as it can produce the highest quality and
most accurate results for our purpose. We converted six 2D video
tutorials into 3D avatars using DeepMotion. These videos include
tennis, dance, baseball, yoga, taichi, and exercise. We generated 30-
second instructions for each video. Based on the extracted human
motion, we developed a simple Unity application that shows a 3D
avatar animated based on extracted body motion and the associ-
ated video on the background in the mixed reality scene through
Hololens 2 (Fig 2).

Figure 2: First-person view of the experience in the formative
study

3.2 Formative Study Protocol
To better understand the benefits and challenges of using 3D avatars
generated from 2D videos, we conducted a formative study with
eight participants (5 males, 3 females, ages 21 - 38). All participants
had previously learned physical sports like dance, soccer, yoga,
martial arts, and table tennis through online videos.

Each interview for the formative study was 50-70 minutes long.
All interviews were recorded and later transcribed with the con-
sent of the participants. The purpose of the formative study was to

1https://www.deepmotion.com/
2https://plask.ai/
3https://www.kinetix.tech/
4https://www.rokoko.com/

understand the challenges users faced in 3D Mixed Reality tutorials
and elicit improvements. First, participants were given a brief de-
scription of the system they would be experiencing and were then
given a demo of six instructional MR experiences. The demos were
aimed at giving participants an understanding of MR instructions.
Following the demos, participants shared their experience of us-
ing the prototype and compared it with their previous experience
in online learning. Their transcribed responses were thematically
coded by two authors, the sections below highlight the themes that
emerged in the form of benefits and challenges experienced and
expressed by participants.

3.3 Benefits
Overall, participants appreciated the 3D avatar instruction. A sig-
nificant advantage highlighted by the participants was that it was
easy to understand the spatial orientation of the instructor’s poses,
a challenge often faced with traditional 2D formats. “I think the
advantage is clear: if I just watched a 2D video, I might not clearly
understand some 3D aspects, like which leg is in front and which is at
the back.” (P1). The ability to adjust their viewpoint around the 3D
avatar was particularly appreciated (P3-4,P6, P8). “I think one useful
feature is being able to walk around it. Since it’s 3D, it helps because
you sometimes lose sight of details from certain camera angles.” (P4)
“It’s nice to see the backside because sometimes that’s easier to follow
[...] I like that as an option and that’s something that 2D videos lack”
(P3).

Another benefit that participants mentioned is the presence of
the instructor in the MR environment. One participant mentioned
that “the biggest difference that I can feel is that the [avatar] model is
really here I feel myself more immersed” (P6). Another participant
echoed this aspect by saying “It feels closer to having another person
explaining, rather than just watching a 2D video.” (P7).

Conversely, participants also appreciated that the instructor
wasn’t physically present, allowing for pressure-free learning (P5,
P7). “One thing I like about learning through visual media is that I
won’t be judged by another person [...] if I dance poorly I don’t want
others to see me dance but if I dance in front of a virtual instructor I
won’t be judged ... it mitigates social awkwardness” (P5)

3.4 Challenges and Needs
Participants shared several challenges and needs they experienced
and discuss how the MR experience can be improved by resolving
these problems. Through the interview, we identify the following
four main challenges of the current simple prototype.

3.4.1 Posture Comparison: Needs to Easily Compare be-
tween User’s and Instructor’s Motion. One of the benefits of
mixed reality instructions highlighted by participants is that the
user can see the instructors in the real-world scale (P3, P6-8). This
helps participants to mimic the instructor’s movements, but they
felt that the current system could do more to further enhance this
benefit. “Whenever you are practicing, the avatar can only show you
what to do, but it cannot tell you what you are doing wrong.” (P6) “It
would be great if you could compare your position to the 3D avatar
model and if there is some way that it can detect something like -
your arm isn’t high enough because at least for me it’s hard to know
if I am doing the same thing as the video” (P3). To address this gap,
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Figure 3: Design Space of Video2MR

participants suggested enhancements to the MR instructions by
providing real-time feedback through comparison visualizations.
“If there were some intelligence that could analyze your motion and
provide feedback like, ‘You’re doing this wrong; why don’t you modify
it?’ and then show what your movement looks like compared to the
correct one while adapting in real-time, that would be really cool.”
(P2)

3.4.2 Focusing and Highlighting: Difficulty in Tracking Spe-
cific Body Parts. Participants also express the need to focus on
the motion of specific body parts (P1-2, P4-7). “Like when he’s swing-
ing, you want to see the hand and when he is waiting, you want to
see the leg.” (P1) “And in table tennis the ball is important but even
the hand motion is important.” (P2) Participants highlighted the
importance of focusing on the motion of a body part which is the
point-of-interest in the instructional experience (P4, P6-7). “I have
noticed that some videos are focused on a particular body part, like
for moonwalk we focus on the feet” (P4) They also further shared
visualizations which could be potentially useful. “I was thinking of
showing trails if I wanted to track one of his hands showing that it
moved from here to here - showing the path of hands or feet, like in
animation, you have onion skinning” (P4)

3.4.3 Temporal Navigation: Challenges in Controlling Speed
and Time of the Avatar Instruction. Participants mentioned that
they find it challenging to navigate through the instructions, espe-
cially when they want to simultaneously follow the instructions
and navigate through the video content (P1, P3, P5-7). They shared
a strong need for an intuitive way to navigate through the instruc-
tional content (P1, P3, P5, P8). “I usually have to stop the video when
I miss a certain part of the video, sometimes rewind the part I want
to mimic” (P3). Participants also suggested techniques to make it
more useful. “If the video could adapt to my progress that would be
cool because I feel sometimes I couldn’t follow the videos if they are
too fast (...) So if they could adapt like if I am still doing the last [step]
it could slow down a little bit” (P5). “If I want to skip to the other pose
I know, but want to re-watch, I can just do that pose. I want to control

the progress of the video in a natural way, like moving your body.”
(P1).

3.4.4 Spatial Reposition: Needs of Seamlessly Switching be-
tween First- and Third-Person Perspectives. Participants also
mentioned they often would want to teleport to the instructor’s
first-person perspective, as they believe it would facilitate a more
accurate replication of the instructor’s actions (P2, P6). “Sometimes
with these types of instructions, we get left and right mixed up so
being able to switch to a first-person view could be helpful.” (P4)
Participants also mentioned that they need to alternate between
watching a video and monitoring their own actions to ensure they
are following instructions accurately (P2, P8). The first-person per-
spective could also solve this juggling problem. “that’s always the
challenge, you’re doing a move and they’re saying now do this and
you’re like, well, I can’t look at you because you’re over here and
my face is turned the other way.” (P8) “...then you can’t see the video,
but it doesn’t have to be because now that it’s in [first-person] AR you
can always look at it.” (P2)

4 Video2MR: Augmenting Auto Generated MR
Instructions

Based on the insights, we designed Video2MR, a system that aug-
ments the automatically generatedmixed reality instruction. Similar
to the initial prototype, we used DeepMotion to convert 2D video
into 3D animation, and show the avatar model chosen from Mix-
amo 5. We utilized Unity (version 2020.3.35f1) and Mixed Reality
Toolkit (version 2.8.3) to create our system. The scene is rendered
in HoloLens2 6 that is connected to a laptop PC (G-Tune, Intel Core
i7-11800H 2.30GHz CPU, NVIDIA GeForce RTX 3060 GPU, 64GB
RAM) to show the MR scene through the Holographic Remoting
Player 7. We also capture the user’s body using one Azure Kinect

5https://www.mixamo.com/
6https://www.microsoft.com/en-us/hololens/
7https://learn.microsoft.com/en-us/windows/mixed-reality/develop/native/
holographic-remoting-player
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RGB-D camera 8 placed in front of the user with a tripod. The
Kinect camera is connected to the same laptop through a USB-C
cable. We use both skeleton position data and 3D mesh data for
real-time capturing. Additionally, we utilized the Azure Kinect Ex-
amples for Unity package 9 to generate 3D meshes from RGBD
data, enabling users to view their 3D posture. Azure Kinect’s Body
Tracking feature allowed for the estimation of joint angles, captur-
ing 32 joint angle data from users 10. Similarly, DeepMotion could
acquire rotational data for 20 joints within a video 11. Our system
does not store or share the motion data. All motion data is used
solely for on-the-fly mesh rendering and feedback within the local
system, ensuring user privacy and data security.

Based on the formative study, we design the following four fea-
tures: 1) Posture Comparison: contrasting and highlighting differ-
ences between user and avatar postures, 2)Motion Visualization:
visualizing key trajectories and movements of specific body parts,
3) Embodied Temporal Navigation: embodied manipulation for
time and speed through body motion, and 4) Avatar Reposition-
ing: spatially repositioning avatars for different perspectives. All of
these features are automatically generated based on the extracted
body motion and user posture captured by Azure Kinect.

Figure 4: System Configuration

4.1 Posture Comparison
In the formative study, users sometimes wanted to learn by mimick-
ing the instructor’s movement. To support this, the system shows
the user’s real-timemesh on the side or top of the instructor’s avatar.
We not only show their mesh but also calculate the difference be-
tween the user’s and instructor’s posture and provide feedback by
changing the color or providing the synchronization score.

4.1.1 Pose Match Indicator. The accuracy of user postures relative
to the instructor’s avatar is crucial for ensuring effective practice
and understanding of movements. This indicator provides real-time
feedback to users by visualizing the alignment discrepancies be-
tween the user’s limbs and those of the avatar. Specifically, colored
spheres are dynamically displayed on the avatar’s limbs, including
left and right arms, and left and right legs. The color of each sphere
indicates the degree of alignment. Blue spheres signify close align-
ment, yellow indicates minor deviations, and red marks significant
misalignments (Fig. 5). For example, during a complex dance se-
quence, users may struggle to synchronize their footwork with the
instructor’s. The Pose Match Indicator visually alerts them of their
inaccuracies, allowing for immediate correction and improvement.

8https://azure.microsoft.com/en-ca/products/kinect-dk
9https://assetstore.unity.com/packages/tools/149700
10https://learn.microsoft.com/en-us/azure/kinect-dk/body-joints@:
11https://blog.deepmotion.com/2020/11/19/animate-3d-custom-characters/

Figure 5: Pose Match Indicator: Avatar joints turn blue when
the user’s movements are correct, and red when incorrect.

4.1.2 Pose Match Score. The pose match score quantifies the align-
ment between the user’s posture and the instructor’s ideal posture
in an abstract way (Fig. 6). The score is shown as a numeric value
and a circle graph. The score is calculated based on the difference
between the instructor’s and the user’s body positions. We first
calculate the score for each joint, add all the scores for each joint,
and then show the total score. In this system, we used ten joints,
each with a maximum of 10 points, and the maximum total score
is 100. This could be used when overall body alignment is more
important than the pinpoint accuracy of individual joints. For ex-
ample, in a boxing workout, we don’t have to match the posture
with the instructor accurately, but we have to make the whole body
posture similar to the instructor’s for an extended period.

Figure 6: Pose Match Score: The score displayed behind the
avatar changes based on the accuracy of the user’s move-
ments.

4.2 Motion Visualization
The user also sometimes wants to focus on the motion of specific
bodymotions. For example, for dancing, the user wanted to focus on
the foot motion. To address this, we highlight the specific motions
including head gaze, footprints, and trajectory.

4.2.1 Head Gaze. Some previous works visualized the body direc-
tion by using lights [51, 52]. Inspired by these works, we visualize
the head gaze of the instructor. The instructor’s head gaze can
provide valuable insights into where their focus is directed during
the activity. Showing this can improve the users’ understanding
of the instructor’s intent or the adequate head direction. The gaze
is shown using the ray, which starts from the instructor’s avatar’s
head (Fig. 7). For instance, in dance instruction, although it is diffi-
cult to understand the head direction while overlaying the body to
the instructor’s avatar, by using this, the user can understand the
direction by looking at the gaze ray.

4.2.2 Trajectory. This feature displays a motion path, providing a
visual guide for users to follow. In Figure. 8, the instructor’s hand
trajectory is shown, which shows the hand’s position in the past.
This can be used for users who struggle to keep up with the instruc-
tor’s pace due to the complexity or speed of the movements. For
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Figure 7: Head Gaze: The ray extending from the avatar’s
head highlights the direction of the avatar’s head gaze.

instance, in tennis instruction, users can use this mode to under-
stand and replicate fast and complex swings that might otherwise
be challenging to follow.

Figure 8: Trajectory: Displays the path to reveal the temporal
movement of specific body parts.

4.2.3 Footprints. Inspired by Projection-BasedAR [41] that projects
footprints using a projector, we utilized footprints to highlight the
3D avatar’s feet positions. Footprints provide important information
about foot placement, which is often occluded by the instructor’s
body. The foot positions of the instructor’s avatar are acquired and
marked with blue on the ground to indicate the footprints (Fig. 9). A
new footprint appears every few seconds and subsequently fades by
making it gradually transparent. This feature is beneficial in learn-
ing activities such as baseball instruction, where understanding the
correct foot positioning is important for mastering the technique
of throwing a ball.

Figure 9: Footprint: Displays the position of the avatar’s feet,
highlighting where the user should place there feet.

4.3 Embodied Temporal Navigation
Inspired by previousworks, such as Reactive Video [7] and PoseAsQuery [17],
that implements body-based navigation for 2D videos, we extended
this concept to navigate 3D avatar motions. Our system allows
the user to stop the avatar motion until the user synchronizes the
exact same posture. Then, the avatar motion starts moving as if the
avatar moves step-by-step, based on the user’s motion. We achieve
this by calculating using the scoring system mentioned in 4.1.2.
We set a threshold score, and if the user’s score is better than the
score, the avatar will jump the animation timeline to move to the
next step. We set the threshold score high if the high accuracy is
important, and we set it low if it is not. Our system changes how
much we jump based on whether the user wants to understand
a long duration of instruction quickly or understand the detailed
movement of a short duration.

Figure 10: Body-based Navigation: The avatar’s posture ad-
justs based on the user’s movements.

4.4 Avatar Repositioning
In the formative study, the users wanted to mimic their behav-
iors from different perspectives. Inspired by OneBody[21] and AR-
Arm [19], our system allows the user to transport from the third-
person view to the first-person view, and vice versa (Fig. 11). We
enabled this by automatically synchronizing the user’s head posi-
tion to the avatar’s so that the first person will be shown correctly
whether the user moves around. By using the first-person view,
users can just move their body parts to the first-person instructor’s
body part to understand the proper position of those. Also, this
could be combined with visualization, including trajectory, head
gaze, and footprint (Fig. 12). For example, hand trajectory in first-
person view could help users follow the hand movement when the
movement is rapid and expansive.

Figure 11: First-Person View: Allows the user to observe the
avatar’s movements from a first-person perspective.

Figure 12: First-Person Visualization. Trajectory (left), Head
Gaze (center), and Footprint (right).

4.5 Versatility Evaluation
To determine what kinds of online sports videos are and are not
suitable for our system, we conducted a versatility evaluation.

4.5.1 The Evaluation Criteria and Dataset. We selected 10 online
sports videos from diverse sports categories: Yoga 12, Dancing 13,
Martial arts 14, Gymworkout 15, At-homeworkout 16, Swimming 17,
Baseball 18, Tennis 19, Boxing 20 Fencing 21. To avoid cherrypicking
12https://www.youtube.com/watch?v=j7rKKpwdXNE
13https://www.youtube.com/watch?v=cUJRn-WfTbw
14https://www.youtube.com/watch?v=e64AtWekQVo&t=395s
15https://www.youtube.com/watch?v=sthD8ziGP1c
16https://www.youtube.com/watch?v=cbKkB3POqaY
17https://www.youtube.com/watch?v=LijdyVaaDnY&t=2s
18https://www.youtube.com/watch?v=YY9tErIBVQw
19https://www.youtube.com/watch?v=CXgfNBnetzQ&t=341s
20https://www.youtube.com/watch?v=kKDHdsVN0b8&t=170s
21https://www.youtube.com/watch?v=s-bXSFtXqQk&t=1020s
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videos that would work well for our system, we selected videos
popular on YouTube, at least within the top 5 videos. Furthermore,
to conduct our evaluation in a standardized manner, we searched
for the online videos by using the same search prompt: "Category
Name" + "Tutorial" or "Lesson" on YouTube. We chose videos be-
tween 3 and 5 minutes long, and for longer videos, we trimmed to
5 minutes that featured the instruction’s main performance.

We measured the following metrics: Success Minutes, Success
Rate, and Number of Errors. Success is defined as the total time
during which the system accurately tracked and visualized the
instructor’s movements. Errors refer to instances where tracking
failed, such as when body parts were occluded by clothing, motion
was too fast, or the system temporarily lost accuracy. Sometimes
causing irregular or impossible movements by the avatar or ex-
treme distortion of it’s linbs. Number of Errors indicates how many
times tracking failures occurred with their total duration noted in
parentheses for clarity (e.g., 10 errors over 32 seconds). Success
Minutes refers to the cumulative time when the system performed
successfully, and the Success Rate describes as a percentage how
much of the total session time was accurately tracked. We also
included certain factors that were known to influence the system’s
output quality, including clothing occlusion, speed of motion, dif-
ferent lighting conditions and the placement of the camera relative
to the person being filmed.

Figure 13: Versatility Evaluation Results

4.5.2 Results and Findings. The table above shows the result of our
evaluation. Most videos performed quite well, above 85% accuracy,
though all videos had visual glitches to some level. Swimming
performed the worst by far, glitching out completely 3 seconds into
the video. For most videos, the fingers were incorrect. For example,
in tennis, boxing, tennis and baseball the fingers of the avatar
were outstretched. However, the input video shows an instructor
gripping some equipment, making a fist or otherwise not what the
avatar’s fingers look like. Additionally, if the input video had the
instructors hands close together, then it’s much more likely that
the avatar’s arms would clip through the other arm or the torso.
For yoga, at-home workout and especially martial arts, tracking
suffered when the instructor was on the floor. In particular for
martial arts, the baggy and mono-colored martial arts clothing

made tracking accuracy very poor at times. The gym workout’s
lower accuracy was primarily due to occlusion issues as well as
numerous camera angles.

5 User Study
To evaluate the effectiveness of Video2MR, we conducted a user
study comparing Video2MR with 2D videos. Also, we evaluated the
usefulness for each feature for six videos.

5.1 Method
5.1.1 Participants. We recruited 12 participants (7 male, 5 female),
aged between 21-38 years (𝑀 = 25.17, 𝑆𝐷 = 4.73). To evaluate their
familiarity with video instructions, we surveyed it using a 7-point
Likert scale, ranging from 1 (Not familiar at all) to 7 (Extremely
Familiar). The mean score of the familiarity was 6.42 (𝑆𝐷 = 0.79).

5.1.2 Conditions. We evaluated the system under the following
three conditions:

Video : Participants viewed the videos on an iPad, using the
default video player.

Avatar : Participants viewed a MR scene using Hololens2,
showing avatars both the instructor’s avatar and the user’s
mesh positioned in front of the user.

Avatar + Video This condition combined both avatars and
video. The MR scene displayed avatars with the video run-
ning in the background through Hololens2.

We conducted the study in a with-in-subjects design. Therefore,
each participant used three conditions.

5.1.3 Study Setup. Figure. 14 shows the setting of our study. Hololens2
was connected to a laptop PC through the Holographic Remoting
Player. Also, the Azure Kinect camera was connected to the laptop
PC though a USB-C cable. The experimenter controlled which fea-
ture to display using Unity. The video and avatar size and position
were customized based on individual participant preferences. We se-
lected videos from six various categories: yoga, dance, martial arts,
tennis, soccer, and exercise (Fig. 15). Each video was one minute
long.

Figure 14: Study Setup. (a) Video condition (b) Avatar and
Avatar+Video condition.

5.2 Study Design
5.2.1 Procedure. First, we asked the participants to provide their
consent. Then, we conducted the pre-study questionnaire to ask
about their familiarity with video instructions. The study consisted
of six sessions. In each of these sessions, participants viewed one
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of the six different videos, each under the three conditions. We told
the participants to follow the instructor’s movement and move their
bodies to learn the correct movement. To counterbalance the order
effect of the conditions, we used six different orders of the three
conditions for six sessions. Also, to counterbalance the order effect
of the videos, we used six different orders of the six videos using a
Latin square design. Therefore, one video order was used by two
participants. While we were conducting Avatar and Avatar+Video,
we showed our system’s features for each session. After each ses-
sion, they answered how useful each feature was. After all sessions,
participants answered the questionnaire about their overall experi-
ence with each condition. Finally, we interviewed the participants
to gather feedback. The study was approximately 75 minutes. They
were compensated 15 USD (The actual currency has been removed
for anonymity).

5.2.2 Measurements. To compare the overall experience between
the three conditions, we asked the following questions using a
7-point Likert scale (1: Not at all, 7: Extremely): 1) Co-presence:
"How much did you feel the sense of the instructor’s presence?",
2) Engagement: "How much did you feel engaged in the instruc-
tion?", 3) Fun: "How fun was it to use this system?", 4) Easy to
Follow: "How easy was it to follow the instructor’s movement?".
Additionally, we asked about the usefulness of the features for each
video using a 7-point Likert scale.

5.3 Results
5.3.1 Overall Experienece. The results of the overall experience are
shown in Fig.16. For Co-presence, participants rated Avatar and
Avatar+Video better thanVideo (Video: 5.3,Avatar : 5.9,Avatar+Video:
5.8). Showing a 3D avatar and making it move with the participants
might have increased the sense of the avatar being near (P3, P10).
“It made me feel that an instructor was actually standing in front of
me.” (P3). “I can see the instructor moving with me, so I felt like they’re
right there” (P10).

For Engagement, participants rated Avatar and Avatar+Video
better than Video (Video: 4.7,Avatar : 6.0,Avatar+Video: 6.3). Because
the instructor is in front of the user, participants might have tried
to match their postures (P3, P4, P11). “It was engaging because I was
trying to match my postures quite closely with the avatar.” (P4). “If I
was just watching a video, I wasn’t following it as much. But if it was
the avatar doing it, I was trying to follow it, I had my concentration
there.” (P11).

For Fun, participants rated Avatar and Avatar+Video better than
Video (Video: 4.4, Avatar: 6.1, Avatar+Video: 5.6). This could be
because our system provides feedback that videos alone cannot offer.
“It’s more fun when you can see that you’re doing things right.” (P10)
Also, it was because it is a different way of learning instruction (P4,
P5). “It was fun because it was like cool and exciting and new” (P5)

For Easy to follow, participants rated Avatar the lowest and
Avatar+Video the highest (Video: 5.3, Avatar : 5.1, Avatar+Video: 5.8).
The reason could be because, in some scenarios, the avatar could
not represent the nuanced movement (P5, P6). “The avatar didn’t
capture the nuance of the human body. So stuff like for squats was
actually really hard to follow.” and “ones where the motion was slow
and nuanced, the video was actually really easy to follow.” (P6) It
was “occasionally difficult just in terms of a bit of jitter with the

tracking.” (P5). Also, it was difficult for participants to follow when
the instrument was important to follow the instructions (P2, P5,
P10). “When the instructor interacted with external objects, having
just the avatar, there was very hard to follow.” (P2) “It was generally
easy to follow the instructions except in cases where some of the context
was missing things like the, the props, like the tennis rackets or the
tennis balls or the soccer balls.” (P5)

5.3.2 Feature Evaluation. The results of the feature evaluation
are shown in Figure17. Indicator and Scoring were rated high
compared to other features. This helped participants to do the exact
same movements with the instructor. “The indicators were the most
helpful feature because you would know whether your body is in the
exact position.” (P11) “I feel it’s most useful to check whether your body
part is in the right position. That’s why I felt indicator and scoring
the most helpful.” (P10) Also, some participants mentioned some
issues with the indicator. “I also want the indicators on myself. It was
hard to look at someone’s body and clearly understand which part the
indicator was referencing.” (P6) “Certain joints were not as important
to the instruction and so showing them wasn’t as useful.” (P4)

Body-based Navigation was rated high for dancing. The move-
ment was fast in dancing, so this feature might help them follow
the instructions by stopping until the posture is correct. For the
dance scenario, “I rated the body-based navigation highly because it
would be really useful to learn the dance slowly. If the instructor did
difficult poses in very quick changes, it would be useful to make sure
you have the correct pose.” (P8). Also, it helped the participants to
understand the sequence. “Body-based navigation is quite useful to
make sure that you’re doing everything in the right order.” (P7) Soccer
was rated low for Body-based Navigation. This might be because
the instructor used a huge space, and it was difficult to compare
the body pose to it. “It was more challenging to use indicators in
the soccer scenario because the instructor was moving around and to
follow him and the precise movement was harder.” (P9)

The First-person feature could be the most affected feature by
the technical issue of Hololens2. Because of the limited field of
view of Hololens2, people suffered from following the first-person
instructor. “I wasn’t always able to see the hands clearly. They were
only visible when he slid them across his face.” (P1) However, the
concept of using the first-person view was appreciated by some
participants. For the tennis scenario, “Fore hands maybe first person
view was a bit more helpful because I could really see like the hand is
this like I’m trying to match my hand. I could understand how I have
to position it, maybe the angle or how high I have to raise it.” (P2)
For the martial arts scenario, “it was interesting because the first
person view visualized the height the instructor was getting on his
kick versus my own kick better.” (P5)

For Footprint, participants rated Martial Arts the best. The foot-
print was useful for scenarios in which the foot actively moved. For
martial arts, “Given that the stance was important for the kicking
and returning to the stance was important. So I really liked the foot-
prints this time.” (P5) On the other side, for exercise, “I didn’t find
the footprint useful for this activity because you don’t really move
your feet too much for the squad.” (P5)

For Head-gaze, participants rated Martial Arts the best. The
head-gaze helped participants to understand where they should
look. “Head-gaze kind of helped me to know where to point my
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Figure 15: The videos and their categories that we used in our user study.

Figure 16: Results for the overall experience. The colored bars represent the mean scores and the error bars indicate the standard
deviations.

head.” (P4) Also, it helped how static the instructor’s head is. For the
yoga scenario, “Unlike the other ones, seeing how still the instructor’s
gaze is really interesting. And understanding that you’re not as still
as them” (P6)

For Trajectory, participants rated Tennis and Dance the best.
This could be because the current implementation only showed the
hand trajectory, so the apps that use hands often could be more
useful than apps that use lower body, such as Martial Arts, Soccer,
and Exercise. For the tennis scenario, “If I had gotten more practice,
hand trajectory could be useful, particularly for tennis, where your
hand movements are sort of important” (P5). For exercise, “I needed
more trajectory on the hips or the knees, more than the hands when
it comes to squatting” (P7). And the trail shape made by the hand
trajectory attracted the participants. “Seeing the arc of the hand
trajectory was really interesting” (P6).

5.3.3 Sports Category-Based Evaluation. For Dancing and Martial
Arts, participants preferred Avatar to Avatar+Video. The reason
could be that the avatar information was enough to follow the
instructions (P2, P4). For dancing, “I don’t really see the need for the
video because it’s way easier to just follow the avatar because it’s doing
the same thing with the video.” (P2) Another participant mentioned
for dancing, “Avatar+video was just really difficult because there’s a
lot of information.” (P4)

Although, for Tennis, participants prefer Avatar+Video. For ten-
nis, it was difficult for participants to understandwhat the instructor
was doing by watching the avatar without the video. For tennis,
just showing avatar, “I didn’t know which hand had the tennis racket
and which one was throwing the ball, for instance.” (P4)

Martial Arts was the most preferred video. The reason might
be that in martial arts, the 3D position of the body position was
important and the avatar helped them to understand it. “It was
actually quite useful to look at the avatar from all angles. It really
helps particularly with the leg positioning.” (P6)

On the other side, Exercise was the least preferred video. The
reason might be the movement was too simple. “The squatting
one, the avatar was kind of unnecessary because exactly what the
instructor is doing you can just do.” (P7)

6 Expert Review
6.1 Method
To conduct our expert review, we recruited six experts in the phys-
ical exercise domains. Our experts were between 25 - 36 years old,
with 4 - 30 years of experience within their domain of expertise.
Each participant was an expert in one of the following domains:
(EY) yoga, (ED) dancing, (ES) soccer, (EM) martial arts, (EF) fitness
and (EG) golf. To evaluate our system’s suitability for their domain
of expertise, We selected a 60-second clip from YouTube of a video
tutorial of their domain, showed the experts the video clip on an
iPad Pro’s screen then had them experience Video2MR. We then
walked through each of our implemented features, asking them
various inquisitive questions to gather qualitative feedback. Overall,
watching a video clip to experience our system and the subsequent
interviews took about 60 minutes to complete. Expert participants
were compensated 20$ USD (The actual currency has been removed
for anonymity).
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Figure 17: Results of feature evaluation. The colored bars represent the mean scores and the error bars indicate the standard
deviations.

6.2 Overall Feedback
Since we recruited experts from a diverse array of domains, we
were interested in understanding which features were most and
least useful for each domain.

The experts universally expressed interest in and found much
value in the indicator the score features, albeit with concerns re-
garding accuracy. ES: Great idea, as a coach I would pick the most
relevant positions the [user] needs to match step by step. ED: It would
be useful since it can help me in real time on if I’m performing the
technique poorly. So for example, if my legs are spread too wide, the
video and avatar will not progress until I perform the action correctly.
It will force me to narrow them before we move to the next step. EG:
The most useful feature for golf. I like that it incorporates all the
different elements of your swing. How your knees bend and move
during setup and the swing. I like that it would tell me in real time
if my shoulders, wrists and other parts are correctly set up for the
swing in real time. I would add more joints, like hips if you can. EY: I
really like it, it’s fun. If you can maybe select where you want it to
be evaluating you, like only evaluating my arms, or legs, or feet, etc
would be very great. EM: Would use the feature for sure. To perform a
demo of a movement then ask someone to mimic the movement would
be super useful in this way. EF: I like being able to synchronize with
the instructor’s avatar. Since it follows joints, it will be very useful for
fitness.

As for body-based navigation, all experts again expressed interest
in the feature but found it largely geared towards beginners, as
intermediate and advanced learners would likely need to practice

more fluidly. ED: this is probably better for beginners to learn each
step, because more experienced dancers would want to perform more
fluidly. ES: Could be difficult to use as you level up since the techniques
should be done as one movement, not broken up into steps. EG: This
would allow you to see how your body is moving compared to the
avatar in a slow motion fashion, which is probably a better way to
learn a golf swing if you haven’t learned yet. Most people have trouble
with golf by overswinging, they hit the ball as hard as they can. If you
go step by step and in slow motion, your body will learn the motions
and positions more accurately, i.e. not smashing the ball, and you’ll
learn through muscle memory. EF: Being able to show students that
they’re doing the proper technique step by step is very useful and
especially through different positions. EM: I don’t want to see how
students are positioned at the start and end of exercise, I want to see
and teach them step by step where they should be located and angled
through the whole exercise which this helps a lot for.

6.3 Domain Specific Feedback
6.3.1 Yoga. While greatly interested in the indicator, score, and
body-based navigation features, the yoga expert found little value
for trajectory and footprint since yoga requires little movement.
EY: "I liked that [footprints] were easy to synchronize. I could just
look down and plant my feet the same as the avatar. But we don’t
move much in Yoga so I’d only do it once (...) since we hold the poses
for an amount of time, it’s not really important to see the trajectory
of the body. Often there isn’t even a trajectory to see. I would rather
just see the outline of the pose". However, they explain situations in
which the head-gaze feature would be useful. EY: sometimes seeing

11



IUI ’25, March 24–27, 2025, Cagliari, Italy Ihara, et al.

the head-gaze would be useful for poses where it’s important to keep
your head still or facing a certain direction. For example the Warrior 2
Pose in Yoga needs you to face forwards while your body twists, which
for beginners is difficult to do. But seeing the avatar’s head-gaze not
moving would make it easier to understand just how little the head
should move.

6.3.2 Dancing. As we expected, the dancing expert found the
footprints and trajectory features the most useful. 1st person foot-
prints more than 3rd person, 3rd and 1st person trajectory, though
1st person trajectory had it’s value diminished due to the limited
Hololens FOV. ED: I can’t really see it well [due to Hololens FOV].
Footprints are probably the most useful feature in first person, es-
pecially for footwork-heavy dances. Third person is much better for
individual learning and group learning. The expert also appreciated
the head-gaze feature, albeit in combination with trajectory. ED:
"During group dancing, we should all be synchronized. Viewing the
trajectory and head-gaze movements together could help us all while
practicing to make sure we stay synchronized, which is critical to
certain kinds of dances".

6.3.3 Soccer. The soccer expert found the trajectory very useful
for visualizing shooting the ball. ES: "It all aligns for how it should
look like. You want the trajectory, especially for soccer, of the body
the head and the foot and where the ball ends up. If i was teaching, i
would want to draw a line from my foot starting to swing, to hitting
the ball to where the ball goes. I would tell a kid to draw a line [with
their dominant leg] from where the ball is to where they wanted it
to go. I’d want to be able to select which limbs to track rather than
the whole body at once and i want to select when to start drawing the
trajectory and when to not, like when I’m explaining something". They
also enjoyed head-gaze for understanding and visualizing different
methods of heading a ball. ES: "[Head-gaze is] useful for visualizing
headers, since there’s different kinds of headers (ex: straight, glance,
etc). You could visualize the head rotation and position for each of
those as well as how to sync to them [with 1st person]".

6.3.4 Golf. The golf expert found our system best for learning
how to set up a golf swing, both by using the first person footprints
for seeing where to stand EG: "[Footprints] are useful during setup to
put your feet in the right positions" and head-gaze to remind users
to stare at the ball during the entire swing. EG: "The key thing in
golf is to have your head looking at the ball throughout the whole
swing which [head-gaze] certainly does". The expert also liked the
third person trajectory for visualizing the overall circular swing.
EG: "I liked how it shows the natural arc of a golf swing and shows
what it should look like as an example. I wish it would consider wrist
positions, body positions, for the swing as well".

6.3.5 Fitness. The fitness expert enjoyed first and third person
POVs of footprints and trajectory to prepare for and performing
exercises. EF: "Seeing the path of the hands, for movements and
exercises like dead-lifts would be great. Could show the movement
of the exercise [and therefore the equipment] without [the avatar]
actually showing the equipment". EF: "It’s useful to see the path of
footprints. For example for walking lunges, zumba, etc."

6.3.6 Martial Arts. Similar to the fitness expert, the martial arts
expert enjoyed first and third person POVs of trajectory and foot-
prints the most. EM: "I really liked [trajectory], it’s the most worth-
while and [the feature I’m most] likely to use. It’s best for watching
someone do an exercise and even better [combined with footprints]
to see the path of the technique". Unlike the fitness expert they also
found head-gaze useful context for learners. EM: "it would be great
to offer the student the ability to see where I"m looking and match
head motions".

6.4 Expert Insights
6.4.1 Embodiment of Professionals. The golfing, dancing, and
soccer experts each also expressed an interest in moving beyond
YouTube tutorials and instead embodying professionals and celebri-
ties. The soccer expert expressed excitement at the ability to embody
professional soccer players S1: "One of the biggest things for soccer
is you want to be the professional, you want to know what the pro-
fessional sees and what they do based on the information at hand.
The best way to relay that to someone is to let them be the athlete.
It would also be very insightful to see how quickly they dribble the
ball and their footwork especially for learning tricks". The dancing
expert echoed this sentiment ED: "If I had videos of Beyoncé on stage
I’d love to learn her dances then perform it like she does on stage.
I’m really interested in seeing her 1st person perspective". Finally,
the golfing expert also communicated interest in the embodiment
of professional golfers EG: "The swing might be hard to see in first
person but it’d be useful to see how Tiger Woods sets up [to swing]".

6.4.2 More Scalable Education. Although our system was de-
signed for 1-1 education and can only accommodate one user at
a time, our experts universally expressed great interest and ex-
citement for using our system during group lessons. Most experts
explain that, financial concerns aside, they would equip a group of
students with a Hololens each and have everyone watch the 3rd
person avatar’s movements as a group. ES: "I would use 3rd person
as a group example for the kids (...) In general, third person is useful
for group explanations, while first person is better for practicing tech-
niques and individual training.". They imagine that students would
walk around and observe the movements from various angles in
3D while the expert explains what’s happening or what to pay at-
tention to. Experts would be in control of which features are active
at what time (footprint, trajectory, etc) and would especially use
them as additional visual context for their oral explanation. With
the demonstration complete, they would then break the students
off to practice individually. They believe that each student would
be able to practice, learn and improve more independently due to
our system’s ability to 1) enable students to replay the 3D lesson
(eg: for details they may have missed), 2) to embody the instructor’s
avatar (for a first-person perspective of the lesson) and 3) most im-
portantly of all, constantly outputting real-time feedback tailored
for each student individually (which helps them improve without
the need for intervention or feedback from the expert). ES: "you
could practice that mechanic over and over again building the muscle
memory and body motions. If accurate, this could enable automatic
training for soccer techniques because it gives you real-time feedback".
Furthermore, they expressed interest in monitoring student scores
as a whole, for an overall picture of class performance and to tailor
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interventions. ED: "If it could give me feedback on the scores of how
the kids are doing, that would be amazing because it would let me
check which techniques each kid is having difficulty with or group
kids with similar difficulties to teach together in smaller groups". Fi-
nally, some experts also mentioned using our system as a method
for supplemental or remote learning. "ES: "it would be great to give
to kids as practice/homework to do while away from the instructor
or learning remotely". EF: "Would be great to use for teaching people
how to use their own home gyms for fitness training". EM: If we were
practicing a technique and i was teaching remotely, it would be great
to offer the student the ability to see where I"m looking and match
head motions.

6.4.3 Comparison to Traditional Instruction. Our golfing ex-
pert pointed out how indoor golfing simulations have become ubiq-
uitous, capable of providing accurate, useful and immediate feed-
back, enabling golfers to practice their craft more effectively, though
the feedback is limited to the outcome of a golfer’s actions and not
the action itself. EG: "The tech for indoor driving ranges are really
good, they can tell you the angle of the ball, speed, wind direction,
spin on the ball, etc. They’re very accurate, but they don’t tell you any-
thing about your actual swing, your body positions or your motions".
They then explain how our system can combine with indoor golfing
simulations to provide a more holistic and complete evaluation of
a user’s golfing performance. G1: "Your system on the other hand
helps tremendously for learning how to setup for a golf swing and
gives you feedback on the swing itself, which is something currently
missing in the market. We have accurate info for what happens to the
ball after you swing, but nothing for what happens prior. Combining
them is the best of both worlds".

6.5 Suggestions for Feature Expansion
Our experts suggested a few different improvements for our features
but for the most part they requested additional contextual cues.
ES: "Would also be nice to have different color trajectories for each
stage of the technique like before the leg hits the ball, after leg hits
the ball, etc". ED: "An arrow or something to show the direction in
which the trajectory is moving would be super helpful in quickly
identifying the actual trajectory of the limb if the trajectory gets
messy or I pause it". ED: "being able to see the whole trajectory of
the whole movement at once instead of the past few second would be
useful to prepare the rest of our body for the upcoming motions based
on the trajectory that we can see the limbs needs to move in". EY:
"Could you show the degree of the angle of the joints on the 3D avatar
and my own [Kinect] avatar? Like if I lean to the side but keep my legs
still, can you show how many degrees I’ve leaned or angled? I’d like
that info" EF: "Would be useful to be able to click the trajectory and
see where they were at that time, especially for viewing what their
other limbs were doing in that moment and even click to rewind and
fast forward". ED: "Numbering the footprints or even highlighting the
them with the tempo/lyrics, etc so I can visualize the order in which
i need to step much better". The dancing instructor also requested
the ability to modify the tempo of the input music and have the 3D
avatar’s animation synchronize automatically. ED: "Sometimes we
synchronize [our dances] with either the lyrics, basses or instruments.
I’d like it if we could visualise those alongside the avatar. Like showing
which instruments are playing at what part of the dance or the music

tempo". Expanding on synchronized dancing, the expert requests
the ability modify the music and have the avatar’s dance change
accordingly.ED: "It would be useful if I could change the tempo of the
music from the video and see the avatar dancing the same moves but
automatically adjusted to the different tempo I set. Like I could quickly
see a preview of the dance to the new tempo through the avatar".

6.6 Technical Limitations
While each domain expert had varying opinions on our system
overall, as well as each of the features, some opinions were ex-
pressed by all experts. Most commonly, experts found the limited
FOV of the Hololens 2 challenging to deal with, especially for the
first-person features. For example, while our martial arts expert
enjoyed the trajectory feature to EM: "visualize a punching or kick-
ing" they expressed concern and frustration with following more
than one movement at a time using the first person perspective.
EM: "I can only sync one hand at a time since I can’t really view
them both at once". Experts from domains that required the use of
equipment, like golf and soccer, expressed disappointment from
the lack of equipped equipment by the 3D avatar. ES: "I wish be
you could use a real ball in with the headset to give that physical
feedback to the students". On the other hand, the fitness expert ex-
pressed less disappointment at the lack of equipment, claiming that
trajectory is still useful to see how the exercise is performed, even
without the avatar equipping equipment. EF: "Seeing the path of
the hands, for exercises like dead-lifts would be great. This would
show the movement of the exercise and the equipment". Finally, all
the participants expressed concern over inaccuracy of Kinect body
tracking for the indicator, score and body-based navigation features
causing difficulty to synchronize their body to the 3D avatar.

7 Future Work
Object Detection. In our study, some participants mentioned that
it was difficult to follow the avatar instructions for videos that use
equipment such as tennis and soccer. To address this, we could
attach 3D object models of equipment to the avatar. For example,
we can attach a virtual tennis racket to the avatar’s hand like Re-
alityCanvas [57] and rotate the racket based on the hand rotation.
Also, we could detect the objects in the video using object detection
techniques. For example, if we could detect the 3D position of the
soccer ball, users can watch where the instructor kicks the ball and
how the ball moves.

Also, while we learn sports that use instruments, we often use
those instruments as well, such as tennis rackets and soccer balls.
If we can track the real object that the user is using, we can show
the user a more immersive instructional experience. For example,
for the soccer instruction scenario, by synchronizing the avatar’s
animation with the position of a soccer ball, user can see the exact
point where an instructor kicks the ball.

Verbal Information. Verbal information is important to under-
stand the detailed information. Inspired by previous works, such as
Reality Talk [30], we envision enhancing the avatar representation
based on what the instructor is talking about. We can leverage
speech recognition techniques such as Google Cloud Speech-to-Text.
By using the verbal information, we could highlight the specific
body position or show additional information about the avatar
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based on what they are talking about. For example, when the in-
structor is talking about specific body parts, we can highlight those
parts. When the instructor explains domain-specific words, we can
display some related figures and text to explain them.

2D Visualized Information. Some 2D videos incorporate on-
screen visualizations to enhance clarity and encouragement. For
example, they use time and numbers to encourage the user and
use highlighting and arrows to emphasize body parts. We could
extract that information from the video by using optical character
recognition (OCR) techniques, such as Google Cloud Vision API and
convert it into 3D could help the user understand the instructions
and be encouraged. Also, some videos refer to other videos, such
as professional videos or their own previous videos. Combining
extracting body motion from several videos and showing several
avatars could display more detailed information.

Avatar Representation. Previous studies, such as Tsuchida et
al. [50], have explored how avatar appearance influences instruc-
tional effectiveness. However, our research shifts focus to the move-
ments, spatial positioning, and temporal dynamics of avatars rather
than their physical appearance. In this study, we employed a 3D
avatar sourced from Mixamo, which did not visually resemble the
instructor featured in the video. While this approach was sufficient
for our purposes, future work could leverage 3D reconstruction
technologies to create avatars with textures that closely mirror the
instructor’s likeness. This level of fidelity could heighten users’
sense of presence and engagement by making them feel as though
the instructor is physically present.

Ethical Considerations. While the Video2MR system ensures
that all 3D mesh data and feedback data are processed in real-time
without storage or sharing, we recognize that ethical concerns
related to user privacy and security must remain central to the de-
ployment of such technologies. As the system tracks and analyzes
user body movements, it is critical to ensure that all data processing
occurs locally and solely for the purpose of immediate interaction.
This safeguards against risks of data breaches or misuse. Moreover,
there is potential for biases in motion capture systems, particularly
for individuals with diverse body types, physical abilities, or move-
ment styles. Such biases could result in inequitable or inaccurate
feedback, raising issues of fairness and inclusivity. Future itera-
tions of the system should address these concerns by incorporating
models trained and tested on diverse datasets, alongside adding
mechanisms in the tool for user feedback to refine system accuracy
and equity.

Diverse Participant Pool. While our study demonstrated the
effectiveness of the system for users familiar with video-based in-
struction, as indicated by the participants’ high average familiarity
rating of 6.42/7, we recognize the need to explore its impact on
a broader range of users. Specifically, evaluating the system’s us-
ability and engagement potential for individuals with limited prior
experience in video-based learning presents a promising direction
for future research.

8 Conclusion
In this paper, we developed Video2MR, which enhances and auto-
matically generates mixed reality instructions utilizing extracted
human motion from 2D instructional videos. Video2MR has four
design elements: 1) Comparison, 2) Visualization, 3) Navigation, 4)
Reposition, andwe implemented several features based on them.We
conducted two evaluations to evaluate the usefulness of Video2MR
compared with just using 2D videos. We conducted a user study
with 12 participants and confirmed that our system can enhance co-
presence, engagement, and fun. Also, we found using video in the
background of the avatar could help users follow the instructions.
Through the expert reviews with six participants, we confirmed
that our implemented features are useful for a variety of physical
exercise domains, gathered unique qualitative insights like how
experts wish to embody celebrities and professionals, learned that
there is a desire to enhance current instructional methods with
the concepts and features presented by our system and finally that
Video2MR enables more scalable instruction by empowering be-
ginners and novices to learn more independently. Additionally, we
mentioned how we can enhance the experience through object
detection, verbal detection, and improving avatar representation as
a future work.
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